## Recovery of quarkonium system from experimental data

This article has been downloaded from IOPscience. Please scroll down to see the full text article.
1998 J. Phys. A: Math. Gen. 31 L295
(http://iopscience.iop.org/0305-4470/31/15/002)
View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 171.66.16.121
The article was downloaded on 02/06/2010 at 06:33

Please note that terms and conditions apply.

## LETTER TO THE EDITOR

# Recovery of quarkonium system from experimental data 

A G Ramm $\dagger$<br>Department of Mathematics, Kansas State University, Manhattan, KS 66506-2602, USA

Received 5 January 1998


#### Abstract

For confining potentials of the form $q(r)=r+p(r)$, where $p(r)$ decays rapidly and is smooth for $r>0$, it is proved that $q(r)$ can be uniquely recovered from the data $\left\{E_{j}, s_{j}\right\}_{\forall j=1,2,3 \ldots}$. Here $E_{j}$ are energies of bound states and $s_{j}$ are the values $u_{j}^{\prime}(0)$, where $u_{j}(r)$ are the normalized eigenfunctions, $\int_{0}^{\infty} u_{j}^{2} \mathrm{~d} r=0$. An algorithm is given for finding $q(r)$ from the knowledge of few first data, corresponding to $1 \leqslant j \leqslant J$ assuming that the rest of the data are the same as for $q_{0}(r):=r$.


## 1. Introduction

The problem discussed in this paper is: to what extent does the spectrum of a quarkonium system together with other experimental data determine the interquark potential? This problem was discussed in [1], where one can find further references. The method given in [1] for solving this problem is that one has few scattering data $E_{j}, s_{j}$, which will be defined precisely later, one constructs using the known results of inverse scattering theory a Bargmann potential with the same scattering data and considers this a solution to the problem. This approach is wrong because the scattering theory is applicable to the potentials which tend to zero at infinity, while our confining potentials grow to infinity at infinity and no Bargmann potential can approximate a confining potential on the whole semi-axis $(0, \infty)$. The aim of this paper is to give an algorithm which is consistent and yields a solution to the above problem. The algorithm is based on the well known Gelfand-Levitan (GL) procedure [2-4].

Let us formulate the problem precisely. Consider the Schrödinger equation

$$
\begin{equation*}
-\nabla^{2} \psi_{j}+q(r) \psi_{j}=E_{j} \psi_{j} \text { in } \mathbb{R}^{3} \tag{1.1}
\end{equation*}
$$

where $q(r)$ is a real-valued spherically symmetric potential, $r:=|x|, x \in \mathbb{R}^{3}$,

$$
\begin{equation*}
q(r)=r+p(r) \quad p(r)=\mathrm{o}(1) \text { as } r \rightarrow \infty \tag{1.2}
\end{equation*}
$$

The functions $\psi_{j}(x),\left\|\psi_{j}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}=1$, are the bound states, $E_{j}$ are the energies of these states. We define $u_{j}(r):=r \psi_{j}(r)$, which corresponds to s-waves, and consider the resulting equation for $u_{j}$ :
$L u_{j}:=-u_{j}^{\prime \prime}+q(r) u_{j}=E_{j} u_{j} \quad r>0, u_{j}(0)=0,\left\|u_{j}\right\|_{L^{2}(0, \infty)}=1$.
One can measure the energies $E_{j}$ of the bound states and the quantities $s_{j}=u_{j}^{\prime}(0)$ experimentally.

Therefore the following inverse problem (IP) is of interest:
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IP: given

$$
\begin{equation*}
\left\{E_{j}, s_{j}\right\}_{\forall j=1,2 \ldots} \ldots \tag{1.4}
\end{equation*}
$$

can one recover $p(r)$ ?
In [1] this question was considered but the approach used was inconsistent and no exact results were obtained. The inconsistency of the approach in [1] is that on the one hand [1] uses the inverse scattering theory which is applicable only to the potentials decaying sufficiently rapidly at infinity, on the other hand, [1] is concerned with potentials which grow to infinity as $r \rightarrow+\infty$.

It is nevertheless of some interest that numerical results in [1] seem to give some approximation of the potentials in the neighbourhood of the origin.

Here we present a rigorous approach to the problem considered in [1] and prove the following theorem.

Theorem 1. IP has at most one solution and the potential $q(r)$ can be reconstructed from data (1.4) algorithmically.

The reconstruction algorithm is based on the well known GL procedure for the reconstruction of $q(x)$ from the spectral function. We show that the data (1.4) allow one to write the spectral function of the self-adjoint in $L^{2}(0, \infty)$ operator $L$ defined by the differential expression (1.3) and the boundary condition (1.3) at zero.

In section 2 proofs are given and the recovery procedure is described.
Since in experiments one has only finitely many data $\left\{E_{j}, s_{j}\right\}_{1 \leqslant j \leqslant J}$, the question arises: how does one use these data for the recovery of the potential?

We give the following method: the unknown confining potential is assumed to be of the form (1.2) and it is assumed that for $j>J$ the data $\left\{E_{j}, s_{j}\right\}_{j>J}$ for this potential are the same as for the unperturbed potential $q_{0}(r)=r$. In this case an easy algorithm is given for finding $q(r)$.

This algorithm is described in section 3 .

## 2. Proofs

We prove theorem 1 by reducing IP to the well studied and solved problem of recovery of $q(r)$ from the spectral function $[2,3]$.

Let us recall that the self-adjoint operator $L$ has a discrete spectrum since $q(r) \rightarrow+\infty$. The formula for the number of eigenvalues (energies of the bound states), not exceeding $\lambda$, is known:

$$
\sum_{E_{j}<\lambda} 1:=N(\lambda) \sim \frac{1}{\pi} \int_{q(r)<\lambda}[\lambda-q(r)]^{\frac{1}{2}} \mathrm{~d} r .
$$

This formula yields, under the assumption $q(r) \sim r$ as $r \rightarrow \infty$, the following asymptotics of the eigenvalues:

$$
E_{j} \sim\left(\frac{3 \pi}{2} j\right)^{\frac{2}{3}} \quad \text { as } j \rightarrow+\infty
$$

The spectral function $\rho(\lambda)$ of the operator $L$ is defined by the formula

$$
\begin{equation*}
\rho(\lambda)=\sum_{E_{j}<\lambda} \frac{1}{\alpha_{j}} \tag{2.1}
\end{equation*}
$$

where $\alpha_{j}$ are the normalizing constants:

$$
\begin{equation*}
\alpha_{j}:=\int_{0}^{\infty} \phi_{j}^{2}(r) \mathrm{d} r . \tag{2.2}
\end{equation*}
$$

Here $\phi_{j}(r):=\phi\left(r, E_{j}\right)$ and $\phi_{j}(r, E)$ is the unique solution of the problem:

$$
\begin{equation*}
L \phi:=-\phi^{\prime \prime}+q(r) \phi=E \phi \quad r>0, \phi(0, E)=0, \phi^{\prime}(0, E)=1 \tag{2.3}
\end{equation*}
$$

If $E=E_{j}$, then $\phi_{j}=\phi\left(r, E_{j}\right) \in L^{2}(0, \infty)$. The function $\phi(r, E)$ is the unique solution to the Volterra integral equation:

$$
\begin{equation*}
\phi(r, E)=\frac{\sin (\sqrt{E} r)}{\sqrt{E}}+\int_{0}^{r} \frac{\sin [\sqrt{E}(r-y)]}{\sqrt{E}} q(y) \phi(y, E) \mathrm{d} y \tag{2.4}
\end{equation*}
$$

For any fixed $r$ the function $\phi$ is an entire function of $E$ of order $\frac{1}{2}$, that is, $|\phi|<$ $c \exp \left(c|E|^{1 / 2}\right.$ ), where $c$ denotes various positive constants. At $E=E_{j}$, where $E_{j}$ are the eigenvalues of (1.3), one has $\phi\left(r, E_{j}\right):=\phi_{j} \in L^{2}(0, \infty)$. In fact, if $q(r) \sim c r^{a}, a>0$, then $\left|\phi_{j}\right|<c \exp (-\gamma r)$ for some $\gamma>0$.

Let us relate $\alpha_{j}$ and $s_{j}$. From (2.3) with $E=E_{j}$ and from (1.3), it follows that

$$
\begin{equation*}
\phi_{j}=\frac{u_{j}}{s_{j}} \tag{2.5}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\alpha_{j}:=\left\|\phi_{j}\right\|_{L^{2}(0, \infty)}^{2}=\frac{1}{s_{j}^{2}} . \tag{2.6}
\end{equation*}
$$

Thus data (1.4) define uniquely the spectral function of the operator $L$ by the formula

$$
\begin{equation*}
\rho(\lambda):=\sum_{E_{j}<\lambda} s_{j}^{2} \tag{2.7}
\end{equation*}
$$

Given $\rho(\lambda)$, one can use the GL method for recovery of $q(r)[2,3]$. According to this method, define

$$
\begin{equation*}
\sigma(\lambda):=\rho(\lambda)-\rho_{0}(\lambda) \tag{2.8}
\end{equation*}
$$

where $\rho_{0}(\lambda)$ is the spectral function of the unperturbed problem, which in our case is the problem with $q(r)=r$, then set

$$
\begin{equation*}
L(x, y):=\int_{-\infty}^{\infty} \phi_{0}(x, \lambda) \phi_{0}(y, \lambda) \mathrm{d} \sigma(\lambda) \tag{2.9}
\end{equation*}
$$

where $\phi_{0}(x, \lambda)$ are the eigenfunctions of the unperturbed problem (2.3) with $q(r)=r$, and solve the second kind Fredholm integral equation for the kernel $K(x, y)$ :

$$
\begin{equation*}
K(x, y)+\int_{0}^{x} K(x, t) L(t, y) \mathrm{d} t=-L(x, y) \quad 0 \leqslant y \leqslant x \tag{2.10}
\end{equation*}
$$

The kernel $L(x, y)$ in equation (2.10) is given by formula (2.9). If $K(x, y)$ solves (2.10), then

$$
\begin{equation*}
p(r)=2 \frac{\mathrm{~d} K(r, r)}{\mathrm{d} r} \quad r>0 \tag{2.11}
\end{equation*}
$$

## 3. An algorithm for recovery of a confining potential from few experimental data

Let us describe the algorithm we propose for recovery of the function $q(x)$ from few experimental data $\left\{E_{j}, s_{j}\right\}_{1 \leqslant j \leqslant J}$. Denote by $\left\{E_{j}^{0}, s_{j}^{0}\right\}_{1 \leqslant j \leqslant J}$ the data corresponding to $q_{0}:=r$. These data are known and the corresponding eigenfunctions (1.3) can be expressed in terms of Airy function $\operatorname{Ai}(r)$, which solves the equation $w^{\prime \prime}-r w=0$ and decays at $+\infty$, see [5]. The spectral function of the operator $L_{0}$ corresponding to $q=q_{0}:=r$ is

$$
\begin{equation*}
\rho_{0}(\lambda):=\sum_{E_{j}^{0}<\lambda}\left(s_{j}^{0}\right)^{2} . \tag{3.1}
\end{equation*}
$$

Define

$$
\begin{align*}
& \rho(\lambda):=\rho_{0}(\lambda)+\sigma(\lambda)  \tag{3.2}\\
& \sigma(\lambda):=\sum_{E_{j}<\lambda} s_{j}^{2}-\left(s_{j}^{0}\right)^{2} \tag{3.3}
\end{align*}
$$

and

$$
\begin{equation*}
L(x, y):=\sum_{j=1}^{J} a_{j} \phi_{j}(x) \phi_{j}(y) \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{j}:=s_{j}^{2}-\left(s_{j}^{0}\right)^{2} \tag{3.5}
\end{equation*}
$$

and $\phi_{j}$ are the eigenfunctions of the unperturbed problem:

$$
\begin{equation*}
-\phi_{j}^{\prime \prime}+r \phi_{j}=E_{j} \phi_{j} \quad r>0, \phi_{j}(0)=0, \phi_{j}^{\prime}(0)=1 \tag{3.6}
\end{equation*}
$$

We denote in this section the eigenfunctions of the unperturbed problem by $\phi_{j}$ rather than by $\phi_{0 j}$ for notational simplicity, since the eigenfunctions of the perturbed problem are not used in this section. One has: $\phi_{j}(r)=c_{j} \mathrm{Ai}\left(r-E_{j}\right)$, where $c_{j}=\left[\mathrm{Ai}^{\prime}\left(-E_{j}\right)\right]^{-1}$, $E_{j}>0$ is the $j$ th positive root if the equation $\mathrm{Ai}(-E)=0$ and, by formula (2.6), one has $s_{j}^{0}=\left[c_{j}^{2} \int_{0}^{\infty} \mathrm{Ai}^{2}\left(r-E_{j}\right) \mathrm{d} r\right]^{-1 / 2}$. These formulae make the calculation of $\phi_{j}, E_{j}$ and $s_{j}$ easy since the tables of Airy functions are available [5].

The equation analogous to (2.10) is

$$
\begin{equation*}
K(x, y)+\sum_{j=1}^{J} a_{j} \phi_{j}(y) \int_{0}^{x} K(x, t) \phi_{j}(t) \mathrm{d} t=-\sum_{j=1}^{J} a_{j} \phi_{j}(x) \phi_{j}(y) . \tag{3.7}
\end{equation*}
$$

Equation (3.7) has degenerate kernel and therefore can be reduced to a linear algebraic system.

Consider first the simplest case $J=1$, when (3.7) takes the form

$$
\begin{equation*}
K(x, y)+a_{1} \phi_{1}(y) \int_{0}^{x} K(x, t) \phi_{1}(t) \mathrm{d} t=-a_{1} \phi_{1}(x) \phi_{1}(y) . \tag{3.8}
\end{equation*}
$$

Denote

$$
\begin{equation*}
\int_{0}^{x} K(x, y) \phi_{1}(t) \mathrm{d} t:=b_{1}(x) \tag{3.9}
\end{equation*}
$$

then multiply (3.8) by $\phi_{1}(y)$ and integrate over $(0, x)$ with respect to $y$. This yields

$$
\begin{equation*}
b_{1}(x)\left[1+a_{1} \int_{0}^{x} \phi_{1}^{2} \mathrm{~d} y\right]=-a_{1} \phi_{1}(x) \int_{0}^{x} \phi_{1}^{2} \mathrm{~d} y . \tag{3.10}
\end{equation*}
$$

Therefore, (3.8)-(3.10) yields:

$$
\begin{equation*}
K(x, y)=-a_{1} \phi_{1}(x) \phi_{1}(y)+a_{1}^{2} \phi_{1}(y) \frac{\phi_{1}(x) \int_{0}^{x} \phi_{1}^{2} \mathrm{~d} y}{1+a_{1} \int_{0}^{x} \phi_{1}^{2} \mathrm{~d} y} \tag{3.11}
\end{equation*}
$$

provided that

$$
\begin{equation*}
1+a_{1} \int_{0}^{x} \phi_{1}^{2} \mathrm{~d} y \neq 0 \quad \text { for all } x>0 \tag{3.12}
\end{equation*}
$$

Condition (3.12) is satisfied, for example, if $a_{1}>-1$. In this case

$$
\begin{equation*}
p(r)=2 \frac{\mathrm{~d}}{\mathrm{~d} r} K(r, r) \quad q(r)=r+p(r) \tag{3.13}
\end{equation*}
$$

with $K(r, r)$ defined by (3.11) with $x=y=r$.
In a similar way one can solve algebraically equation (3.7) with any finite $J$. If $J<\infty$, then equation (3.7) takes the form

$$
\begin{equation*}
K(x, y)+\sum_{j=1}^{J} a_{j} \phi_{j}(y) b_{j}=-\sum_{j=1}^{J} a_{j} \phi_{j}(x) \phi_{j}(y) \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{j}:=\int_{0}^{x} K(x, y) \phi_{j}(t) \mathrm{d} t \tag{3.15}
\end{equation*}
$$

Multiply (3.14) by $\phi_{j}(y)$ and integrate over $(0, x)$ with respect to $y$ to obtain

$$
\begin{equation*}
b_{i}+\sum_{j=1}^{J} a_{j} b_{j} \phi_{i j}=-\sum_{j=1}^{J} a_{j} \phi_{j}(x) \phi_{i j} \quad \phi_{i j}:=\int_{0}^{x} \phi_{i}(y) \phi_{j}(y) \mathrm{d} y \tag{3.16}
\end{equation*}
$$

This is a linear algebraic system for $b_{i}$. The matrix of this system is nonsingular if $a_{j}, 1 \leqslant j \leqslant J$, are such that

$$
\begin{equation*}
\operatorname{det}\left(\delta_{i j}+a_{j} \phi_{i j}\right) \neq 0 \quad \forall x>0 \tag{3.17}
\end{equation*}
$$

In this case system (3.16) is uniquely solvable for all $x>0$, and $p(r)$ can be calculated by formula (3.13) with

$$
\begin{equation*}
K(r, r)=-\sum_{j=1}^{J} a_{j} \phi_{j}^{2}(r)-\sum_{j=1}^{J} a_{j} \phi_{j}(r) b_{j}(r) \tag{3.18}
\end{equation*}
$$

and $b_{j}:=b_{j}(r), 1 \leqslant j \leqslant J$, are defined by the system (3.16) with $x=r$.
The author thanks L Weaver who pointed out paper [1] and discussed the results of this paper.
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